
PSYCHOLOGY 354 MIDTERM EXAM 
Dr. Michael R.W. Dawson 

October 18, 2018 
 
Part I:  Choose any TEN of the following terms, and write a short (2-3 sen-
tence) definition for each.  The definition should indicate what the term 
means, and should also indicate why the term is important to cognitive sci-
ence.  Remember, ONLY 10 DEFINITIONS are required.  Each definition is 
marked out of 3 points. 
 

Functional Analysis Computational Level of 
Investigation 

Primitive Process 

Universal Turing Machine Recursion Strong Equivalence 
“Gee Whiz” Connection-

ism 
Distributed Representa-

tion 
Multilayer Perceptron 

Stigmergy The Extended Mind Physical Symbol System 
 
Part II: Choose any ONE of the following questions, and write a short essay 
(3-4 pages) to answer it.  Make sure that your answer is clear and concise, 
and also make sure that you deal with the question directly.  Your answer 
will be marked out of 35 points. 
 
1. Connectionist researchers argue that their networks have the same computa-

tional power as a universal Turing machine.  Given this, discuss why we 
should explore connectionist cognitive science – why not just do classical 
cognitive science?  If the two are the same computationally, what is connec-
tionism buying us?  Illustrate your answer with relevant examples from the 
lectures and from the readings. 

 
2. What are the key differences between how classical cognitive science and 

embodied cognitive science treats the environment?  What are the implica-
tions of these differences for cognitive science in general?  Illustrate your an-
swer with relevant examples from the lectures and from the readings. 

 
3. Cognitive science is frequently characterized as being interdisciplinary.  De-

scribe its interdisciplinary nature, and explain why it is necessary.  Illustrate 
your answer with relevant examples from the lectures and from the readings. 

 

SAMPLE ANSWERS FOLLOW 



 
General Comments 

 
This midterm was written by 70 students.  The average grade was 47.57 
marks out of 65, which is a 73.19% average.  This is slightly higher than ex-
pected (a typical average would be closer to 71% or 72).   The maximum 
mark was 63/65, and the minimum mark was 3/65.  A list of grades sorted by 
student ID is provided at the end of this document. 

 
Sample Answers for Definitions 

 
1. Functional Analysis: Functional analysis is one of the most common 

methodologies used in cognitive science.  It involves trying to understand 
a complex phenomenon or function by decomposing it into a organized set 
of simpler subfunctions.  It is common in experimental cognitive psycholo-
gy, for example, when experiments are used to analyze ‘memory’ into a 
set of organized memories (‘short term memory’, ‘long term memory’).  
Functional analysis seems to explain a function by describing as a set of 
other functions.  This leads to a problem called Ryle’s regress, in which 
functional analysis fails because it produces an infinite explosion of sub-
functions.  This has lead Cummins to propose a solution to this problem 
by having functional analysis try to subsume the bottom level of functions 
(explain them as simple machines, not as functions). 
 

2. Computational Level of Investigation: At the computational level of 
analysis, a cognitive scientist is concerned with answering the question 
“What information processing problem is being solved by a system?” Usu-
ally, to answer this question involves some sort of formal analysis using 
mathematics or logic, because the answer requires creating a proof about 
the abilities or inabilities of a system.  The computational level is important 
because it can be used to highlight limitations of information processing 
systems.  For example, Minsky and Papert’s proof that perceptrons could 
not learn to detect connectedness demonstrated a fatal limitation in that 
kind of neural network, and was a computational level analysis. 
 

3. Primitive Process: A primitive process is part of the architecture, and is 
one of the basic building blocks that an information processor can use to 
perform calculations. A primitive process is basic in the sense that it can-
not be broken down into simpler functions, but is instead built physically 
into the device. The architecture is the primitive programming language of 
the information processor. Primitive processes are important to cognitive 
science because one explains the functions of the architecture in terms of 
physical laws, and therefore finding all of the primitive processes of cogni-
tion provides a way to escape Ryle’s regress. (NB: Common problem for 
this term was not getting its importance across: materialism, escaping 
Ryle’s regress, producing cognitive explanations.) 
 



4. Universal Turing Machine: A universal Turing machine is a general-
purpose symbol manipulator – in fact, a kind of Turing machine -- that can 
imitate any other Turing machine. This is possible because the universal 
Turing machine is programmable. Turing machines exhibit a structure pro-
cess distinction in that the symbols are on the ticker tape and the rules are 
in the machine.  However, while some of their structure is a question to 
answer, other parts of their structure (data on the tape) describe another 
Turing machine to be simulated. The UTM is important to cognitive scien-
tists because they are a prototypical example of a classical cognitive sys-
tem. Also, they are powerful enough to solve problems central to human 
cognition, like dealing with the grammatical structure of human languages, 
while other devices like the finite state machine are not. 
 

5. Recursion: Recursion results when some function can operate by calling 
itself.  This idea arose in mathematics when the successor function was 
used to call itself to create the infinite set of integers.  It is important be-
cause with recursion a finite system or a finite set of rules can be used to 
generate an infinite variety of behavior.  Human language shows this kind 
of recursion; this is important because it means that models of cognition 
have to use recursion to model phenomena like language, and to show 
how a finite device like the brain can produce infinite behavior. 
 

6. Strong Equivalence: Strong equivalence involves comparing a model like 
a computer simulation to a human subject.  These two systems are 
strongly equivalent when they are identical at the computational, algorith-
mic, and architectural levels of analysis.  That is, when they are solving 
the same problem, using the same program, and the same programming 
language they are strongly equivalent.  Strong equivalence is important 
because it is required to say that the model is an explanation of human 
cognition.  If the model is only weakly equivalent to the subject, then it is 
generating the right behavior for the wrong reasons, because it is using a 
different program and architecture to generate the correct answers. 
 

7. “Gee Whiz” Connectionism: Gee whiz connectionism is a practice that 
was common when the connectionist revolution happened in the 1980s.  
Connectionist researchers trained their networks on classical problems, 
and then claimed ‘gee whiz’ they had an alternative theory.  The problem 
with this is that it assumed that the networks were different from classical 
models, but did not collect data to support this view.  This has led some 
researchers to develop methods to analyze the internal structure of trained 
networks to figure out the algorithm that has been learned.  This is im-
portant because sometimes connectionist algorithms look very similar to 
classical ones. 
 

8. Distributed Representation: This is the idea used by connectionist cog-
nitive science that a property can be represented in a network by multiple 



simple processors that are all active at the same time. An example of this 
is coarse coding where detectors have overlapping sensitivities to repre-
sent a property. This means that the location of a single target is repre-
sented by activity in several detectors that have overlapping receptive 
fields.  This is important to cognitive science because examples like hy-
peracuity and color perception in the human vision system is represented 
in this way. This concept can also give the advantage of damage re-
sistance and graceful degradation to a network, and is a new idea about 
representation that connectionism contributes to cognitive science. 
 

9. Multilayer Perceptron:  A multilayer perceptron is a prototypical network 
of modern connectionism.  Like the simpler perceptron, it has a set of in-
put units to represent environmental inputs, and a set of output units to 
represent responses to these inputs.  However, it also has one or more 
layers of hidden units that stand as intermediate processors, and which 
are capable of detecting complex features present in the inputs.  It is these 
hidden units that give the multilayer perceptron its exceptional power: to 
be an arbitrary pattern classifier, a universal function approximators, or to 
be equivalent in power to a universal Turing machine.  The discovery of 
learning rules capable of training such powerful networks have led to the 
emergence of the connectionist alternative to classical cognitive science.  
 

10. Stigmergy: Stigmergy is the notion that an agent's behavior is under envi-
ronmental stimulus control. The agent reacts to changes in the environ-
ment, and thus acts on the environment again according to those chang-
es. This is critical to embodied cognitive science because it explains and 
emphasizes the sentence-act processes critical to try might nest construc-
tion, as an example, such that the nest controls its own construction with-
out the termites having to directly communicate with each other. (NB: 
Much more than ‘environmental influence’ – a key element of the infor-
mation processor, its control, has moved outside into the environment.) 

 
11. The Extended Mind: The extended mind is the belief that the mind is not 

confined within the agent, or the agent's skull, but leaks into the world. An 
example of this is cognitive scaffolding. My mind can be scaffolded in a 
notebook to lessen the cognitive effort taken to memorize everything. This 
is important to cognitive science because it challenges the Cartesian dis-
embodied mind that is adhered to by classical cognitive scientists. In fact, 
it challenges the notion of where one should look if one is studying the 
mind! (NB: According to this hypothesis, the mind doesn’t just “interact” 
with the world – the world is literally part of the mind. You really need to 
make the point that the world ‘constitutes’ the mind.) 
 

12. Physical Symbol System: The concept “physical symbol system” defines 
“a broad class of systems that is capable of having and manipulating sym-
bols, yet is also realizable within our physical universe” (Newell, 1980, p. 



136). That is, it is a physical device that applies rules to manipulate sym-
bolic expressions. Examples of physical symbol systems are modern digi-
tal computers, the universal Turing machine, and the production system. 
By hypothesis, the human brain is also a physical symbol system. One 
reason that physical symbol systems are important to classical cognitive 
science is because these systems show how finite physical mechanisms 
can bring to life an infinite variety of behavior.  When classical cognitive 
scientists assume that human cognition results from a physical symbol 
system, they are proposing a materialist theory of cognition that refutes 
Cartesian dualism. An alternative reason that classical cognitive science 
endorses – and may be defined by -- the physical symbol system hypoth-
esis: “the necessary and sufficient condition for a physical system to ex-
hibit general intelligent action is that it be a physical symbol system” 
(Newell, 1980, p. 170). By necessary, Newell means that if an artifact ex-
hibits general intelligence, then it must be an instance of a physical sym-
bol system. (Usually associated with classical cognitive science, but could 
be with others. Importance? Physical is critical – move from dualism to 
materialism within the classical camp!) 

 
 

Sample Answers for Essay Questions 
 

1. Connectionist researchers argue that their networks have the same 
computational power as a universal Turing machine.  Given this, dis-
cuss why we should explore connectionist cognitive science – why not 
just do classical cognitive science?  If the two are the same computa-
tionally, what is connectionism buying us?  Illustrate your answer with 
relevant examples from the lectures and from the readings. 

 
The sample answer below was given 33/35.  Really the point of this question was 
to get students thinking about the different levels of investigation, and how differ-
ent theories might be compared at the different levels.  The question states that 
these two schools of thought are weakly equivalent, and implies that other levels 
of investigation must be invoked to decide in favor of one school over the other.  
The sample answer given below starts this move with ‘multiple realization’ (I 
would have preferred many-to-one relationships, which are more general) and 
then proceeds with a solid argument in favor of connectionism with an appeal to 
strong equivalence. 
 
  



'l$tpr-

\ ,0V- [-€o_Llss_L,\,., i

--< *\":S NItqI

=)L- ct&SSlcctl

*F

I;



+L*-



S.tlt
iK -l

It*



 
2. What are the key differences between how classical cognitive science 
and embodied cognitive science treats the environment?  What are the 
implications of these differences for cognitive science in general?  Illus-
trate your answer with relevant examples from the lectures and from the 
readings. 

 
This question was answered by the majority of the students.  The typical answer 
was to introduce the two schools, describe the disembodiment of one, the em-
bodiment of the next, and to make a judgement call at the end (usually in favor of 
embodied cognitive science).  I was most interested in the implications at the 
end, which were crucial for setting one answer apart from another.  The sample 
answer below received a mark of 35/35; I liked it because it was an interesting 
and bold departure from the typical answer. 
 
  









3. Cognitive science is frequently characterized as being interdiscipli-
nary.  Describe its interdisciplinary nature, and explain why it is neces-
sary.  Illustrate your answer with relevant examples from the lectures 
and from the readings. 

 
This was the second most popular question to answer. The sample answer be-
low was given 33/35.  Of the small number of students who answered this ques-
tion, it was one of the few that highlighted the multiple levels of analysis from 
Chapter 2, which this question was supposed to be about.  Most students, includ-
ing the one who wrote this answer, felt the need to talk about the three schools of 
cognitive science as well.  What I was hoping to see was the realization that 
Chapter 2 applies equally to each school, although differences between schools 
might alter important details at each level of analysis. 
 
 

Raw Scores On Exam 
Provided At End Of 
Sample Answer 3 
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Below is a table providing the raw score on the midterm (the mark out of 65) for 
each student sorted by student ID.   

 
ID # Current Quiz Total Midterm Score Out Of 65

1253544 8 43 
1297451 9 51 
1297655 7 54 
1299612 10 53 
1302037 7 
1344228 0 26 
1352842 9 51 
1356002 0 
1388759 10 63 
1392493 2 3 
1394105 9 54 
1407312 0 
1409975 0 36 
1414049 9 48 
1417394 8 54 
1424168 10 43 
1427453 6 49 
1427945 6 
1431204 0 
1431259 10 
1431677 10 45 
1442488 9 54 
1444398 0 
1444803 10 52 
1445467 9 40 
1448758 8 41 
1448789 0 
1458200 6 
1459682 9 53 
1459965 8 57 
1460361 7 39 
1460445 10 45 
1464311 10 47 
1464878 10 38 
1465400 2 
1465705 9 47 
1466163 10 54 
1466307 7 49 
1467249 5 32 
1467284 8 
1468515 8 38 
1469409 10 49 
1470069 6 
1470722 8 54 
1471187 9 56 
1473570 6 51 



1474257 10 40 
1476284 9 54 
1477061 0 
1481550 6 43 
1483991 7 47 
1488894 8 53 
1492468 10 50 
1492846 7 46 
1493114 8 50 
1493675 5 39 
1493830 8 46 
1494516 7 57 
1495281 0 
1496086 9 58 
1496621 8 43 
1496947 10 47 
1497701 9 53 
1500003 9 54 
1501049 10 53 
1501126 2 44 
1502026 9 47 
1503526 10 52 
1503665 8 56 
1503995 9 49 
1504249 9 45 
1506870 2 
1509141 10 49 
1509181 0 32 
1511967 7 47 
1519628 9 53 
1520448 7 39 
1522027 4 46 
1534322 6 46 
1544040 6 48 
1559316 10 59 
1569410 7 52 
1569722 8 47 
1572653 10 57 
1589212 10 60 
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