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Abstract

Animal learning researchers have argued that one example of a linearly nonseparable prob-
lem is negative patterning, and therefore they have used more complicated multilayer networks
to study this kind of discriminant learning. However, it is shown in this paper that previous
attempts to deWne negative patterning problems to artiWcial neural networks have speciWed the
problem in such a way that it is much simpler than intended. The simulations described in this
paper correct this problem by adding a “null” pattern to the training sets to make negative pat-
terning problems truly nonseparable, and thus requiring a more complicated network than a
perceptron. We show that with the elaborated training set, a hybrid multilayer network that
treats reinforced patterns diVerently than nonreinforced patterns generates results more simi-
lar to those observed by Dalamater, Sosa, and Katz in animal experiments than do traditional
multilayer networks.
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Introduction

The perceptron, learning, and linear separability

The perceptron is a simple artiWcial neural network (ANN) that can learn to cate-
gorize patterns. In general terms, it consists of a set of input units that are used to
represent the values of stimulus variables. For example, one input unit could be asso-
ciated with conditioned stimulus 1 (CS1), and would be turned on if CS1 was present,
and turned oV if CS1 was absent. Connections with modiWable weights are used to
link the input units to one or more output units. The input units send signals to the
output units through these connections. The activation from an input unit is scaled
by the connection by being multiplied by the connection weight when the signal is
sent. As a result, a connection weight is analogous to the associative strength of a
conditioned stimulus.

On the one hand, perceptrons would seem to be of considerable interest to animal
learning researchers (e.g., Pearce, 1997). Consider a simple perceptron with two input
units and one output unit that is an integration device (Ballard, 1986)—that is, it has
a sigmoid-shaped activation function. Let one input unit represent the presence or
absence of CS1, and let the other input unit represent the absence or presence of CS2.
Furthermore, let the output unit represent whether a conditioned response (CR) has
been elicited or not. This perceptron could be trained to make the desired responses
in some discrimination learning task by applying a standard error-correcting learn-
ing rule such as the delta rule or the Widrow–HoV rule. Standard machine learning
rules such as these can be shown to be equivalent to fundamental mathematical
accounts of animal learning. In particular, the Widrow–HoV rule has been shown to
be equivalent to the Rescorla–Wagner learning rule (Sutton & Barto, 1981).

On the other hand, perceptrons would also seem to be of little interest to animal
learning researchers. This is because perceptrons are limited in the kinds of pattern-
ing classiWcations that they can make (Minsky & Papert, 1988). Traditional percep-
trons cannot represent the stimulus–response pairings in some discrimination tasks
that animals are able to learn. This point is elaborated below.

Consider again the perceptron with two input units and one output unit (Fig.
1A). Imagine a study in which we only wished this perceptron to generate a response
when both input units were turned on. If both input units were oV, or if only one
input unit was on, then the output unit would not turn on. Fig. 1B (the AND prob-
lem) represents this desired behavior in a pattern space in which the coordinates of
the input patterns are taken from the values of their corresponding input units. Note
that a single line—more precisely, a single straight “cut” through the pattern
space—can be used to separate the one pattern associated with a response (Wlled
circle) from the three patterns that are not associated with a response (empty cir-
cles). Because a single line separates the oV patterns from the on patterns in the
space, this problem is described as being linearly separable. Perceptrons are capable
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of representing solutions to any linearly separable problem (Minsky & Papert, 1988;
Rosenblatt, 1962).

Imagine a second study in which we were interested in training a diVerent set of
responses. In this case, the output unit would only turn on if a single input unit were
activated. If both input units were on at the same time, or if both were oV at the same
time, then the output unit would not respond. The pattern space for this problem (the
exclusive-or or XOR problem) is provided in Fig. 1C. Note that in this Wgure two
“cuts” are required to separate the on patterns from the oV patterns. This is an exam-
ple of a linearly nonseparable problem. Perceptrons are incapable of representing
solutions to linearly nonseparable problems. However, animals and humans are
capable of learning to solve such problems (e.g., Bellingham, Gillettebellingham, &
Kehoe, 1985; Lachnit & Kimmel, 1993; Woodbury, 1943). In fact, such a problem can
be solved by an invertebrate species (Deisig, Lachnit, Giurfa, & Hellstern, 2001;
Schubert, Lachnit, Francucci, & Giurfa, 2002). As a result, an architecture as simple
as the perceptron would seem to be of little interest to modern learning researchers.

Indeed, the inability of perceptrons to solve linearly nonseparable problems has
been used as a strong argument that perceptrons do not provide valid theories of
how animals learn to respond to combinations of stimuli. One learning paradigm
that focuses upon stimulus combinations is the patterning experiment. In a pattern-
ing experiment, an animal learns to respond in one fashion to a single stimulus, and
to respond in the opposite fashion when stimuli are combined. In positive patterning,
the animal is trained not to respond to single stimuli and to respond to their conjunc-
tion [CS1¡, CS2¡, CS1CS2+]. In negative patterning, the animal is trained to respond
to individual stimuli, and not to respond to a stimulus conjunction [CS1+, CS2+,
CS1CS2¡].

The perceptron that is illustrated in Fig. 1A represents one possible theory of pat-
terning. Modern learning theorists such as Pearce (1997) have noted that a theory
that can be expressed in this way is not powerful enough to account for negative pat-
terning. The reason for making this claim is that negative patterning is equated with

Fig. 1. (A) The structure of a simple perceptron with two input units (A and B) and one output unit. (B)
The AND problem, which is linearly separable and can be learned by the simple perceptron. The percep-
tron learns to turn on to the one pattern (dark circle) and oV to the other three patterns (outline circles).
The diagonal line shows that one straight cut can separate the “on” pattern from the “oV” patterns. (C)
The XOR problem is not linearly separable, because two “cuts” (diagonal lines) are required to separate
the “on” patterns from the “oV” patterns. This problem cannot be learned by the perceptron represented
in (A).
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the XOR problem, which we have already seen cannot be solved by a traditional per-
ceptron, because it is a linearly nonseparable problem. “This is not a problem that is
unique to this particular theory. There have been other attempts to develop single
layer learning networks, and it has long been appreciated that they are unable to
solve negative patterning discriminations, or, as it is more generally known, the
exclusive-or problem” (Pearce, 1997, p. 131).

Going beyond the perceptron

ArtiWcial neural networks have been argued to be of considerable relevance to the
study of animal learning (Shanks, 1995). Yet some artiWcial neural networks, such as
the perceptron, would appear to be inappropriate for such use. Instead, researchers
typically use more powerful networks, such as the multilayer perceptron, to study
animal learning in general, and to model phenomena like negative patterning in par-
ticular (e.g., Kehoe, 1988; Schmajuk & Dicarlo, 1992). One example of this is pro-
vided in a recent study of discrimination learning (Delamater, Sosa, & Katz, 1999).

Delamater et al. (1999) were interested in exploring the properties of a conWgural
model of patterning in which conWgural representations emerged because of learning.
As a result, they explored patterning using a multilayer artiWcial neural network that
is in principle far more powerful than a perceptron (Rumelhart, Hinton, & Williams,
1986; for general introductions to such networks, see Dawson, under review; De
Wilde, 1997; Ripley, 1996; Rojas, 1996). Their particular network had six diVerent
input units. Four of these were used to encode the presence of four diVerent stimuli
(A, B, C, or D). The other two were used to represent stimulus type. Both stimuli A
and B were of type X. So, whenever either of these two stimuli was presented to the
network, the input unit representing type X was also turned on. Similarly, stimuli C
and D were of type Y; this was represented by also activating the sixth input unit
whenever C or D was presented to the network. The network also had one output
unit and four intermediate or ‘hidden’ units; all of these units employed the logistic
activation function, which is a continuous approximation of the step function.

The hidden units provide this type of network more computational power than is
available in the perceptron. Hidden units provide an opportunity to preprocess the
activity of input units before signals are passed on to the output units. Hidden units
can be thought of as having the ability to detect the presence of complex or higher-
order features in the input patterns during this preprocessing. They can also be
thought of as providing nonlinear transformations that are capable of “folding” a
pattern space. In either case, the result is that the hidden units can transform a line-
arly nonseparable problem into one that is linearly separable, and which can there-
fore lead to appropriate responses from the output units (Rumelhart et al., 1986).

Delamater et al. (1999) used a multilayer perceptron because they wanted to
explore the eVect on patterning of representations that emerged in the intermediate
layers of processors during a pre-training period. In the Wrst phase of their experi-
ment, their network was trained, using four diVerent input patterns, to make discrim-
inations between the four diVerent individual stimuli (AX+, BX¡, CY+, and DY¡).
In other words, it was reinforced (i.e., trained to activate) to stimuli A and C, and not
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reinforced (i.e., trained to turn oV) to stimuli B and D (see Table 1). With this pattern
of responding, the network was discriminating, because it was generating diVerent
responses to the two X-type stimuli, as well as to the two Y-type stimuli. Once a net-
work had learned to make these discriminations, it was placed in one of four diVerent
post-training conditions, each of which involved training the network to respond to
three diVerent input patterns.

Two of these conditions required the network to undergo a period of positive pat-
terning, and are also illustrated in Table 1. In one, this positive patterning involved
the stimuli that had been previously reinforced in the pre-training (AX¡, CY¡, and
AXCY+). In the other, positive patterning was based on the stimuli that had not
been previously reinforced (BX¡, DY¡, and BXDY+). Delamater et al. (1999) found
that learning in the Wrst condition was much faster than learning in the second condi-
tion, which indicated that previous reinforcement created internal representations
that aided later positive patterning. The other two post-training conditions in their
study involved negative patterning. In one, the negative patterning was based on the
previously reinforced stimuli (AX+, CY+, and AXCY¡). In the other, it was based
on the stimuli that had not been previously reinforced (BX+, DY+, and BXDY¡).
Delamater et al. (1999) found that learning in the Wrst condition was slower than
learning in the second, which demonstrated that previous reinforcement created
internal representations that hindered later negative patterning.

Table 1
The deWnition of the Wve diVerent training sets that were used in the current simulations

They are identical to those used by Delamater et al. (1999), with the exception that Delamater et al. did not
include any of the patterns labeled “NULL.”

Condition A B C D X Y Output Label

Pre-training 1 0 0 0 1 0 1 AX+
0 1 0 0 1 0 0 BX¡
0 0 1 0 0 1 1 CY+
0 0 0 1 0 1 0 DY¡
0 0 0 0 0 0 0 NULL

Positive patterning reinforced 1 0 0 0 1 0 0 AX¡
0 0 1 0 0 1 0 CY¡
1 0 1 0 1 1 1 AXCY+
0 0 0 0 0 0 0 NULL

Positive patterning not reinforced 0 1 0 0 1 0 0 BX¡
0 0 0 1 0 1 0 DY¡
0 1 0 1 1 1 1 BXDY+
0 0 0 0 0 0 0 NULL

Negative patterning reinforced 1 0 0 0 1 0 1 AX+
0 0 1 0 0 1 1 CY+
1 0 1 0 1 1 0 AXCY¡
0 0 0 0 0 0 0 NULL

Negative patterning not reinforced 0 1 0 0 1 0 1 BX+
0 0 0 1 0 1 1 DY+
0 1 0 1 0 1 0 BXDY¡
0 0 0 0 0 0 0 NULL
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What was particularly interesting about the Delamater et al. (1999) study was that
after examining the performance of their networks, they proceeded to conduct a par-
allel animal learning study to determine whether pre-training aVected animal pat-
terning in the same way that it aVected network patterning. In a pre-training phase,
Sprague–Dawley rats learned to discriminate between two diVerent sounds (tone vs.
white noise) and between two diVerent visual stimuli (steady light vs. Xashing light).
The rats then underwent a post-training patterning phase, in which they were placed
in either a negative or a positive patterning paradigm, which involved either the stim-
uli that had been reinforced in the pre-training phase or the stimuli that had not been
reinforced.

The results of the Delamater et al. (1999) animal study were quite diVerent from
the predictions made on the basis of the performance of their PDP network. First, for
the rats there was strong evidence that previous reinforcement of stimuli aided nega-
tive patterning—a result that was completely opposite to the prediction made by the
network. Second, there was at best weak evidence that previous reinforcement aided
positive patterning. “The present data suggest that if changes in the internal represen-
tations of stimuli occur throughout training, they do not do so in the manner antici-
pated by the standard multi-layered network” (p. 108).

Is patterning really nonseparable?

Why would the multilayer network develop internal representations in the pat-
terning experiment that were inconsistent with those that might have been develop-
ing in Delamater et al.’s (1999) animals? One possibility is that their network was far
too powerful, and was in fact overWtting the data. A second possibility is that their
network was not learning to make the same discriminations that were being made by
the animals. Both of these possibilities are related to a crucial element of the study:
when animal learning researchers typically deWne patterning, they do so in such a
manner that it is actually linearly separable. As a result, a multilayer network is not
required to learn the regularities of the patterning paradigm—a simple perceptron
will do. The following paragraphs elaborate upon this issue.

Consider negative patterning. As was noted earlier, the standard representation of
a negative patterning paradigm is [CS1+, CS2+, CS1CS2¡]. Importantly, in this formu-
lation, there are only three stimulus–response pairings. As a result, when these three
conditions are plotted in a pattern space, the problem is linearly separable (see
Fig. 2A), which is not consistent with the typical assumption that negative patterning
is logically equivalent to XOR (e.g., Pearce, 1997). This is because a single cut sepa-
rates the two “on” conditions from the single “oV” condition.

Of course, it could be argued that the two representations described above both
assume that there exists a fourth pattern for which no response is generated when
both conditioned stimuli are absent. When this fourth pattern is added to the
pattern spaces, positive patterning would remain linearly separable, but negative
patterning would become linearly nonseparable. Clearly, when some learning
researchers equate patterning with XOR (e.g., Pearce, 1997), they intend this inter-
pretation to be true. However, this intention does not appear to be carried over into
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simulation studies of patterning. For example, in Delamater et al.’s (1999) simula-
tions each of the four post-training conditions had only three training patterns, and
therefore each was logically equivalent to the linearly separable problems illustrated
in Fig. 2. Because of this, a multilayer network was not required in their study.
Because the problems that were presented to this network were linearly separable
(see Fig. 2), it can easily be demonstrated that a simple perceptron can replace Dela-
mater et al.’s entire multilayer network, and exhibits similar behavior to the larger
network in the various conditions of the Delamater et al. experiment (Dawson,
2005, Chap. 16).

To correctly simulate the presence of experimental context, one must add an
explicit training pattern that represents an intertrial interval in which all of the stim-
uli were absent, but experimental context was present. This can be accomplished by
using a null pattern (see Table 1), in which none of the input units were turned on
(representing the absence of experimental stimuli), and by training the network not
to respond to this null pattern. Importantly, the addition of the null pattern changes
the logical structure of the negative patterning training set. In particular, the addition
of the null pattern would change the training sets in a fashion that is analogous to
converting the appearance of Fig. 2A into the appearance of Fig. 1C, and make nega-
tive patterning logically equivalent to XOR.

Simulation 1: A multilayer perceptron and the null pattern

The network used in the original study by Delamater et al. (1999) was too power-
ful for the linearly nonseparable version of the patterning experiment that Delamater
et al. originally conducted. However, it is appropriate for the version of the pattern-
ing experiment that includes the null pattern. This is because the addition of the null
pattern makes the negative patterning conditions linearly nonseparable, and they are
therefore beyond the capabilities of a mere perceptron. The purpose of the Wrst simu-
lation was to examine the performance of the multilayer network used by Delamater
et al. on a new training set—the elaborated training sets that incorporated the null
patterns, as detailed in Table 1.

Fig. 2. (A) The pattern space for negative patterning as typically described by learning researchers. Note
that it is linearly separable. (B) The pattern space for positive patterning.



V. Yaremchuk et al. / Learning and Motivation 36 (2005) 88–103 95
Method

Network architecture and general training
The multilayer perceptrons that were used in Simulation 1 used six input units to

represent the presence or absence of the six diVerent conditioned stimuli, and used a
single output unit to represent whether a conditioned response was generated or not.
The network also included four hidden units. The output unit and the four hidden
units were all integration devices that used the logistic activation function. All of the
input units were connected to all of the hidden units, and all of the hidden units were
connected to the output unit. There were no direction connections between input
units and the output unit. It was trained with the generalized delta rule of Rumelhart
et al. (1986).

Training sets
The training sets used, detailed in Table 1, were identical to those used by Dela-

mater et al. (1999) with the exception that a single pattern, the null pattern, was
added to each (i.e., to the pre-training and to each of the four post-training pattern
sets).

General training procedure and experimental design
The networks in this Wrst simulation study were trained with the generalized delta

rule using a Visual Basic program called Rumelhart. This program is freely available
from the following URL: http://www.bcp.psych.ualberta.ca/~mike/Book2/Software/
Rumelhart/. The networks were trained with a learning rate of 0.5, with all of the
weights and all of the unit biases (i.e., the “threshold” values of the output unit and
each hidden unit) randomly selected from the range of ¡1 to +1. When a network
was being trained on a training set, during one epoch of training it was presented
each pattern in the training set once. The order of presentation was randomized each
epoch. Connection weights and biases were updated after each pattern presentation.
A momentum term was not used in the version of the generalized delta rule that was
used to train these networks.

The experimental design for this simulation study was as follows: Each “subject”
in the experiment was a multilayer perceptron. Prior to training, its initial structure
was randomized. Then it was trained on the pre-training set of patterns until it con-
verged. Without changing the weights of the network after this pre-training phase, it
was then trained on one of the four post-training sets of patterns. The dependent
measure was the number of epochs of training that the network required to converge
during the post-training phase of the simulation. The four diVerent post-training sets
deWne a 2 £ 2 factorial experiment, with the Wrst factor being patterning condition
(positive vs. negative) and the second factor being previous reinforcement (yes vs.
no). Simulations were carried out until there were 10 diVerent “subjects” in each cell
of this experimental design. The question of interest was whether the behavior of the
multilayer perceptrons in this study was diVerent from the multilayer perceptrons
originally studied by Delamater et al. (1999) on the linearly separable version of this
simulation experiment.

http://www.bcp.psych.ualberta.ca/~mike/Book2/Software/Rumelhart/
http://www.bcp.psych.ualberta.ca/~mike/Book2/Software/Rumelhart/
http://www.bcp.psych.ualberta.ca/~mike/Book2/Software/Rumelhart/
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Results and discussion

The top portion of Table 2 presents the average number of epochs of post-training
required by networks to converge in each of the four conditions of the Wrst simula-
tion study. Analysis of variance of the data used to calculate these averages revealed
that there was a main eVect of type of patterning (F1,36 D 183.22, p < .001), and a sig-
niWcant interaction between type of patterning and type of reinforcement
(F1,36 D 8.48, p < .006). However, there was no signiWcant main eVect of previous rein-
forcement (F1,36 D 1.27). As can be seen from examining Table 2, the results of this
simulation were diVerent once again from the results of the animal studies.

The main eVect of patterning occurs because, regardless of the reinforcement con-
dition, positive patterning was learned substantially faster than was negative pattern-
ing. The signiWcant interaction between type of patterning and type of reinforcement,
combined with no signiWcant eVect of previous reinforcement, occurs because previ-
ous reinforcement has a diVerent eVect on positive patterning than it does on nega-
tive patterning. For positive patterning, the previous reinforcement of stimuli leads to
a moderate, but statistically signiWcant, increase in the speed of learning (t9 D 5.42,
p < .006). In contrast, for negative patterning the previous reinforcement of stimuli
leads to a moderate, but statistically signiWcant, decrease in the speed of learning
(t9 D 7.13, p < .006).

This pattern of results is very similar to the pattern that Delamater et al. (1999)
observed in their multilayer network. On the one hand, this is encouraging, because it
indicates that the results obtained from their network would not have been dramati-
cally altered by including the null pattern in each of the training sets used in their sim-
ulation. On the other hand, this is disappointing, because it also means that the
network trained in our Wrst simulation did not generate the pattern of results that Del-
amater et al. observed in their animal experiments. Recall that in their experiments,
previous reinforcement improved learning in the negative patterning paradigm. In the
next section, a second simulation is explored to determine whether this unfortunate
pattern of results is inevitable with multilayer networks. In this simulation, the train-
ing sets still include the null pattern, and the network is identical to the one used by
Delamater et al. with one exception: the output unit is changed from an integration

Table 2
Average number of epochs (with standard deviations) for pre-trained multilayer perceptrons to converge
to solutions to patterning problems in the two simulations

Each cell represents an average of 10 diVerent simulations. The top part of the table presents the results for
the networks in the Wrst simulation, while the bottom part of the table provides the results for the net-
works in the second simulation.

Positive patterning Negative patterning

Networks with an output integration device
Previously reinforced 538.30 (50.99) 2572.50 (528.67)
Not previously reinforced 759.00 (176.81) 2072.90 (546.31)

Networks with an output value unit
Previously reinforced 799.10 (128.73) 1082.40 (332.13)
Not previously reinforced 1031.90 (110.83) 3166.20 (1022.04)
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device into a diVerent kind of processor, one that activates to only a narrow range of
input signals. Ballard (1986) has called this kind of processor a value unit.

Simulation 2: A hybrid multilayer perceptron and the null pattern

Delamater et al. (1999) hypothesized that one reason that may account for the
observed learning dynamics of their animals is that pre-training does not merely
aVect the internal representations that are constructed by the learning systems (as it
does in their simulations). Instead, pre-training might also aVect animal learning by
altering the amount of processing that stimuli receive. “For example, suppose that
reinforced stimuli are processed more eVectively than nonreinforced stimuli. One
consequence of this would be to enhance the salience of the stimuli, and this could, in
turn, result in faster learning” (p. 109).

Delamater et al. (1999) point out that this possibility is consistent with the atten-
tional theory of learning formalized by Mackintosh (1975). In the Rescorla–Wagner
model, the change in associative strength (�VA) of some CSA is deWned as
�VA D k(� ¡ �V), where k is the learning rate, � is the maximum amount of associa-
tive strength that can be supported by the UCS, and �V is the total amount of asso-
ciative strength for all stimuli that are present. Mackintosh adapted this rule in two
ways. First, he argued that the attention devoted to a stimulus during learning
should vary depending upon how well the stimulus predicts reinforcement: the
organism learns to pay more attention to a good predictor, and to pay less attention
to a poor predictor. Second, he argued that changes in associative strength depend
not on the summed eVects of all stimuli, but rather on the predictive power of each
unique cue.

Mackintosh’s (1975) learning model can be expressed as �VA D �Ak(�¡ VA),
where VA is the associative strength of CSA, �A is a constant that indicates the
amount of attention that is devoted to CSA, and �VA, k, and � have the same inter-
pretation as in the Rescorla–Wagner rule above. Mackintosh also provided rules that
indicated how the value of �A would change as a function of learning the predictive
power of CSA. Krushke (e.g., 2001, 2003) has shown how the Mackintosh rule can be
subsumed in a connectionist network in which modiWable attentional gates work in
concert with connection weights to control the degree to which diVerent stimuli aVect
the output units in the network.

Krushke’s (e.g., 2001, 2003) is not the only approach that one could use to diVeren-
tiate the processing of diVerent stimuli. In Krushke’s networks, and in Mackintosh’s
(1975) learning model, there are quantitative diVerences in the way that stimuli are
processed: CSA could be processed more eVectively than CSB by setting the constant
�A to a higher value than the constant �B. An alternative approach would be to
enforce qualitative diVerences between the processing of diVerent stimuli. For exam-
ple, in some connectionist networks when a network is presented stimuli that are
reinforced, a learning rule is used to strengthen weights. However, when nonrein-
forced stimuli are presented, the learning rule is not invoked, but instead the net-
work’s weights decay (e.g., Shepard & Kannappan, 1991; Weisman et al., 1998).
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This latter approach to diVerentiating the processing of stimuli is built directly
into Dawson and SchopXocher’s (1992) learning rule for a diVerent kind of pro-
cessor, called value units. Value units use an activation function that generates
maximum activity when the net input is equal to the mean (�) of a Gaussian equa-
tion that has a standard deviation of 1. This means that activity quickly drops to
zero when the net input becomes somewhat larger or smaller than �. The para-
graphs below explain why value units process stimuli diVerentially when they are
trained.

In the generalized delta rule for multilayer perceptrons (Rumelhart et al.,
1986), connection weights are changed to minimize the following deWnition of
network error E D 1/2 ��(tpj ¡ apj)

2, where tpj is the target or desired value of out-
put unit j when some input pattern p is presented to the network, apj is the
observed value of output unit j when pattern p is presented, and error is summed
over all of the output units in the network and over all of the patterns that are
being presented to it.

In contrast, the learning rule for value units deWnes network error as E D 1/2
��(tpj ¡ apj)

2 + 1/2 �� tpj (netpj ¡ �j)
2. The Wrst part of this equation is identical to

network error as deWned for the generalized delta rule. The second part of the
equation is an additional heuristic cost function that Dawson and SchopXocher
used to speed up learning, and to prevent value unit networks from being stranded
in a particular type of local minimum during learning. It assumes that the value of
tpj will be either 1 or 0. When tpj has a value of 1, the additional error term indicates
that the net input to unit j that is produced by pattern p (netpj) should be equal to
the mean of the Gaussian activation function (�j). If this is not the case, then this is
an additional source of error that can be used to guide the modiWcation of connec-
tion weights. When tpj has a value of 0, the additional error term falls out of the cal-
culation, and the learning rule essentially reverts to the standard generalized delta
rule.

The importance of Dawson and SchopXocher’s (1992) deWnition of network
error is that it results in diVerential processing of stimuli. That is, the deWnition of
error for reinforced stimuli (tpj D 1) includes more information than does the deWni-
tion of error for stimuli that are not reinforced (tpj D 0). In general terms, this deW-
nition of error takes advantage of additional knowledge about reinforced stimuli
(i.e., the fact that their net input should be near the mean of the Gaussian) to speed
up learning; this additional information is not available for nonreinforced input
patterns. In speciWc relation to the current paper, this also suggests that the Daw-
son and SchopXocher learning rule can be used as one procedure to explore Dela-
mater et al.’s (1999) hypothesis that the results of their animal experiments are due
to diVerential processing of reinforced and nonreinforced stimuli. That is, if we
take the network that was used in the previous simulation, and replace its output
unit with a value unit (but leave all other units the same as in the previous simula-
tion), then one consequence is that diVerential processing of stimuli will be imple-
mented automatically. The question of interest is whether this change in network
architecture will lead to a change in performance when compared to the previous
network.



V. Yaremchuk et al. / Learning and Motivation 36 (2005) 88–103 99
Method

Network architecture and general training
The multilayer perceptrons that were used in this second simulation study were

identical to those used in the Wrst simulation study, with the exception that the output
unit was changed from an integration device into a value unit. Because of this change,
they networks were trained with a learning rule for multilayer value unit networks
developed by Dawson and SchopXocher (1992). This learning rule is an extension of
the generalized delta rule that was originated by Rumelhart et al. (1986). Dawson and
SchopXocher demonstrated that this rule can be used to train hybrid multilayer per-
ceptrons (i.e., networks like the one in this study where the output unit is a value unit,
and the hidden units are integration devices).

Training sets
The training sets were identical to those used in Wrst simulation study, and are

detailed in Table 1.

General training procedure and experimental design
The networks in this second study were trained with Dawson and SchopXocher’s

(1992) variation of Rumelhart et al. (1986) generalized delta rule. This learning rule is
an option in the program that was used to train the networks in the Wrst study. The
networks were trained with a learning rate of 0.1, with all of the weights and all of the
unit biases randomly selected from the range of ¡1 to +1. When a network was being
trained on a training set, during one epoch of training it was presented each pattern
in the training set once. The order of presentation was randomized each epoch. Con-
nection weights and biases were updated after each pattern presentation. A momen-
tum term was not used in the training of these networks. The experimental design of
this second study was identical to the design of the Wrst. The question of interest in
this study was whether the behavior of the hybrid multilayer perceptrons in this sec-
ond study was diVerent from the behavior of the multilayer perceptrons in the Wrst
simulation because of the change in the activation function of the output unit.

Results and discussion

The bottom portion of Table 2 presents the average number of epochs of post-
training required by networks to converge in each of the four conditions of the
second simulation study. Analysis of variance of the data used to calculate these
averages revealed that there was a signiWcant main eVect of type of patterning
(F1,36 D 49.38, p < .001), a signiWcant main eVect of type of reinforcement (F1,36 D
45.34, p < .001), and a signiWcant interaction between these two factors (F1,36 D 28.94,
p < .001).

First, the main eVect of patterning occurs because, regardless of the reinforcement
condition, positive patterning was learned substantially faster than was negative pat-
terning. This result replicates one of the main Wndings of the Wrst simulation study,
and is again more consistent with the results of animal experiments.
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Second, the main eVect of type of reinforcement represents the fact that, on aver-
age, conditions in which stimuli have been previously reinforced lead to faster learn-
ing than do conditions in which stimuli have not been previously reinforced.
Importantly, this main eVect must be interpreted in the context of the signiWcant
interaction that was found in the results of this experiment. This is because the eVect
of previous reinforcement is, as can be seen from Table 2, far more eVective for nega-
tive patterning than it is for positive patterning. For negative patterning, previous
reinforcement led to an average speed up of learning of 2083.8 epochs (t9 D 7.134,
p < .001). For positive patterning, previous reinforcement results in learning speeding
up by an average of 232.8 epochs, which was statistically signiWcant (t9 D 5.442,
p < .001) but considerably less of an improvement than was noted for negative pat-
terning.

The pattern of results for this second experiment is particularly encouraging these
results are the most similar to those reported by Delamater et al. (1999) for their ani-
mal experiments. In those experiments, previous reinforcement produced markedly
improved performance for negative patterning, but had much less of an eVect on pos-
itive patterning.

General discussion

In the current paper, it was hypothesized that the discrepancy that Delamater
et al. (1999) observed between their animal results and their simulation results might
be due to particular design decisions that they made in creating their connectionist
networks. In particular, we noted that the training sets that Delamater et al. used in
their simulations did not deWne a linearly nonseparable problem. To correct this, we
added a null pattern to each of the Wve training sets that were originally described by
Delamater et al. (1999).

In our Wrst simulation study, we used the same architecture used by Delamater
et al. (1999) in the patterning experiments: a multilayer perceptron with four hidden
units and one output unit. All of these units were integration devices; that is, they all
used the logistic activation function to convert their net input into internal activa-
tion. We found that negative patterning was much harder to learn than was positive
patterning, which is a result that is consistent with animal learning. However, the
addition of the null pattern to the training sets used to train this network did not
change the other main results that were originally obtained by Delamater et al. Previ-
ous reinforcement aided positive patterning, and hindered negative patterning, which
is not consistent with the animal results.

In our second simulation, we explored a possibility that Delamater et al. (1999)
suggested: the eVects of pre-training may not only develop internal representations,
but might also alter the eYciency with which diVerent stimuli are presented. In par-
ticular, it could be the case that the reinforcement of stimuli leads to more eVective
learning. We explored this possibility by altering the network that was used in Sim-
ulation 1. We still used four hidden units that were integration devices. However,
we converted the output unit from an integration device into a value unit. The rea-
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son for this was that the learning rule for an output value unit uses a more informa-
tive error term for reinforced stimuli than for nonreinforced stimuli, resulting in
diVerential treatment of these types of patterns (Dawson & SchopXocher, 1992). In
this second simulation, we found that negative patterning was still much harder to
learn than was positive patterning. We also observed that while previous reinforce-
ment facilitated learning under positive patterning, it had a much stronger facilita-
tion to learning under negative patterning. Qualitatively, these results provide a
better Wt to Delamater et al.’s animal experiments. One of the key Wndings revealed
in the two simulations was that for this particular study one could produce pat-
terns of learning in networks that were more similar to those observed in animals
by changing the output unit from an integration device into a value unit. One rea-
son for this is that the learning rule for value units implicitly treats reinforced stim-
uli diVerently than nonreinforced stimuli. This raises another question: might the
contributions provided by value units in the current paper extend to other learning
phenomena?

While answering this question is an ongoing research program, other results that
we have obtained do suggest that the value unit architecture is capable of making
more general contributions to learning theory.

For example, one of the most surprising and theoretically important eVects in
associative learning is the overexpectation eVect. The eVect is produced when two
conditioned stimuli (CSs), A and X, are independently paired with a given uncon-
ditioned stimulus (US) until asymptotic learning occurs, and then A and X are
presented in compound and paired with the US. The result is that responding to A
or X is reduced following AX–US pairings relative to a control condition in which
no compound training is given. This result is intuitively surprising because A and
X apparently lost associative strength despite continued reinforcement during the
compound training. Nevertheless, overexpectation eVects have been found in
studies on Pavlovian fear conditioning in rats (e.g., Blaisdell, Denniston, & Miller,
2001; Kremer, 1978; Rescorla, 1970), appetitive conditioning in rats (Lattal &
Nakajima, 1998; Rescorla, 1999), and autoshaping with pigeons (Khallad &
Moore, 1996). Moreover, the eVect can be reversed by naloxone injections, sug-
gesting that it is modulated by the opioid system (McNally, Pigg, & Weidemann,
2004).

Although counter-intuitive, the overexpectation eVect was perfectly predicted by
the Rescorla–Wagner model of associative learning (Rescorla & Wagner, 1972). Pre-
sumably, this should in turn mean that the overexpectation eVect should be found in
perceptrons, because the error-correcting methods used to train perceptrons have
been proven to be equivalent to the Rescorla–Wagner rule (Sutton & Barto, 1981).
However, Dawson and Spetch (under revew) demonstrated that perceptrons are
unable to produce the overexpectation eVect when their output unit is an integration
device. However, if the output unit is changed into a value unit, then the overexpecta-
tion eVect is produced in the simulation. We are currently investigating other speciWc
contributions of the value unit architecture, and are attempting to formulate a gen-
eral account of learning in networks that attempts to relate properties of the activa-
tion function to traditional learning phenomena.
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